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Global Navigation Satellite Systems provide signals of opportunity for bi-static radar remote sensing, called GNSS reflectometry
(GNSS-R), that have potential to be used for ocean altimetry. These signals have advantages over traditional mono-static radar that
include reduced cost, high density of measurements in time and space, and an inherent reference to a highly accurate time-space
frame. Here we examine GNSS-R data collected from an aircraft flying over Monterey Bay, California. A downward-looking dual-
frequency left-hand circularly polarized patch antenna recorded reflected signals. An upward-looking commercial antenna recorded
the direct signals. Dual frequency carrier phase data from this antenna were also used to produce precise coordinates for the
aircraft. The L1 P-code GPS data were collected over four days with two flights per day and consist of nine transects covering a 1
deg x1 deg grid.

The performance of three timing retrieval algorithms has been evaluated based on measurement precision. From the observed
cross-correlation waveform, the specular reflection timing was derived from the delay of the 70% peak correlation power (HALF
method), the waveform leading edge peak first derivative (DER method), or the delay associated with a best fit function approximating
the nominal waveform shape (PARA3 method). It was found the HALF method produced the most precise measurements for a 5
second integration time with a standard deviation of ¢ = 0.6 meters.

The measurement accuracy is characterized by comparison with well established models including neutral atmospheric delay,
mean sea surface height, and ocean and solid Earth tides. Biases on the order of 1 —4 meters are observed with respect to a modeled
mean sea surface and between each flight. However, the measurements are shown to track changes in sea surface height along the
ground track to within 0.6 meters.

I. INTRODUCTION either imprecise or biased height retrievals [5].

HE transmissions from satellites of Global Navigation

Satellite Systems (GNSS) represent signals of opportu-
nity for passive bi-static radar remote sensing. The use of these
signals and their reflections for remote sensing is commonly
called GNSS Reflectometry (GNSS-R). Measurements of sea
surface height, sea ice state, and soil moisture fluctuations
using these signals have been explored from various static =
and dynamic platforms [1]-[3]. Specifically for sea surface *
altimetry, GNSS-R offers several advantages over mono-static B N
radar systems including reduced cost, multiple measurements
over a large area, and an inherent reference to a highly accurate P A
time-space frame. Disadvantages relate to the fact that GNSS I
signals are not optimized for remote sensing applications and = N
thus have limited bandwidth, lower signal power and therefore | NN Z
lower altimetric precision compared to active altimeters.

The application of GNSS-R or sea surface altimetry has ‘
been demonstrated from airborne platforms in several cam- I N
paigns [1], [4]-[8]. The precision of the GNSS-R measure-
ments is heavily dependent on signal to noise ratio, the
specular timing retrieval from the reflected waveform, and
several other variables. The measurement accuracy is limited
by uncalibrated instrument biases and errors in propagation
models. To date, a few timing algorithms have been investi-
gated and their precision characterized [4], [6], [9], [10] though
altimetric accuracy of code based measurements has not been
sufficiently explored. Carrier phase observations have been
used in some cases to produce precise and accurate results r
[4], [7]. Code based measurements have thus far resulted in | Flight Grid
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Manuscript received September 15, 2015; revised Janurary 24, 2016. Fig. 1. The planned flight pattern over Monterey Bay, California, USA.
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This paper further investigates these issues based on an
airborne experiment conducted in Monterey Bay, California.
We first compare the measurement precision of three timing
algorithms, similar in aim to Cardellach 2014 [6], to explore
the sensitivity of certain points along the correlation waveform
and establish a performance baseline for a new method. Then
we examine the altimetry measurement accuracy through the
implementation of models and altimetric error corrections that
rely on scenario geometry, mean and time variant topography,
and atmospheric conditions as described by accepted models.

II. EXPERIMENTAL CAMPAIGN AND DATA SET

The following sections provide a description of the 2003
Monterey Bay data collection campaign, the GNSS-R instru-
ment, and an overview of the data set obtained.

A. Data Collection Campaign

In August of 2003 a Cessna 310 was chartered to fly
over Monterey Bay along the coast of California. A North-
South oriented flight pattern at 0.1 deg longitude intervals was
executed as seen in Fig. 1. The pattern extends nearly 1 deg
in latitude and longitude and reaches over 60 km from the
coastline at its South-West corner. This pattern was flown at
a speed of about 90 m/s and an altitude of approximately 3
km. Two flights were conducted each day for several days
with one in the morning and a second in the afternoon both
lasting about 4 hours. The data examined here were taken from
flights completed on the afternoon of August 13 and morning
and afternoon of August 15, August 18, and August 19, 2003.
The flight on August 13 is denoted as MB4 PM, flights on
August 15 as MB5 AM/PM, August 18 as MB6 AM/PM, and
August 19 as MB7 AM/PM.

B. GNSS-R Instrument

A conventional GPS receiver and a delay/Doppler mapping
receiver designed by JPL were used to perform this experiment
[11]. The delay/Doppler mapping receiver included a data
recorder on the flight and a separate software defined receiver
for post processing. The software receiver employs a clean
replica method where a direct signal is tracked and used to
drive a replica PRN code that is correlated with the reflected
signal. To analyze P(Y) code signals without resorting to
codeless or cross-correlating techniques, the replica codes
were obtained after the fact and the correlations were done in
post processing. The data recorder supports two input channels
connected to up-looking and down-looking antennas of right
and left handed circular polarization, respectively. These were
small patch type antennas with peak gain near 3 dBi. The
software receiver was capable of extracting C/A code and
P(Y) code waveforms on both L1 and L2 frequencies. For
the Monterey Bay experiments the digitally sampled L1 P(Y)
signals were correlated and coherently integrated for 10 ms
at lags spaced 50 ns apart. A series of 10 ms integrated
waveforms were then summed to produce each incoherently
integrated waveform as illustrated in Fig. 2. It was with these
incoherently integrated waveforms that timing measurements
were taken.
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Fig. 2. A one-second incoherently integrated waveform is created by summing
one hundred, 10 ms coherently integrated waveforms.

C. Data Set

GPS-R measurements on the L1 frequency and conventional
GPS receiver measurements were recorded on board the air-
craft platform. At any given time within the data set, as many
as four GPS transmitters visible above 45 deg elevation pro-
duce strong reflections. Each flight yielded nearly continuous
20 MHz sampling on both I and () channels producing a large
data set. A carrier-phase based point solution was computed
for the aircraft position with the NASA JPL GIPSY-OASIS
2 (GOA-2) software. The receiver position solution has an
estimated precision of 0.3 meters [Bruce Haines, personal
communication, 1/18/2016].

Concurrent data from in sifu buoys measuring wind speed,
atmospheric pressure, temperature, and humidity are available
from the NOAA National Data Buoy Center [12] to be used in
the delay model described later. Unfortunately, measurements
of the aircraft attitude and atmospheric conditions aloft were
not recorded during the experiment. Thus, for this analysis
the aircraft attitude has been assumed constant when flying
straight and level and data from turns are not considered.
Atmospheric conditions are taken from the NOAA NCEP
Reanalysis data provided by the NOAA/OAR/ESRL PSD,
Boulder, Colorado, USA [13].

III. METHODOLOGY

The algorithms and models used in this research are now
described. First, the tracking methods used to characterize
precision are presented, followed by the components of the
delay model used to characterize the accuracy.

A. Specular Delay Tracking Algorithms

Several specular timing retrieval algorithms were considered
to estimate the time of arrival difference between direct and
reflected GPS signals. Each algorithm is applied to a series of
waveforms that have been incoherently integrated for T;,, =
0.5 — 10 seconds. The three algorithms are as follows.

1) HALF

The HALF method has been derived from traditional mono-
static radar techniques taking the specular reflection delay at a
given fraction of the peak correlation power [6], [8]. Here the
specular point is assumed to lie at the 70% peak power delay.
This point was chosen based on the findings of Cardellach
2014 [6] that showed tracking the 70% point is similar to the
theoretically ideal peak derivative point. The HALF delay is
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found by using a Newton’s method iteration scheme. All three
tracking methods model the waveforms with (1) which allows
the band limited signals to be interpolated.
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Here x[n| represents the series of discrete correlation func-
tion samples, ¢ is delay, and 7' is the sampling period set to
be 0.5 P-code chips.

The datum from which the specular timing is measured
in the HALF method (and the following algorithms) is the
direct signal time of arrival. This “zero” delay is taken to be
at the direct signal waveform peak. The true waveform peak
is found via interpolation which has the benefit of estimating
and removing any DLL tracking errors.

2) DER

The second algorithm, the DER method, derives the specular
delay from the maximum first derivative on the waveform
leading edge, as would be for the ideal case [14]. The
waveform derivative is calculated numerically as a function of
delay and the location of the maximum is found by a golden
section search method [15]. As with the HALF method, the
timing of the direct signal waveform peak is found by a DLL
allowing the difference in time of arrival to be computed.

3) PARA3

The third algorithm, a three parameter function fitting
method, proposes a new empirical waveform model. The
model of the GPS-R waveform is created through the convo-
Iution of a simulated squared, band limited auto-correlation
function and the function f(¢|7, A,«) given by (2). The
function f(¢|7, A,«) is a representation of the correlation
waveform in the case of infinite bandwidth and chipping rate.
The specular reflection takes the shortest possible reflection
path to arrive at time 7 where the signal return instantaneously
rises to amplitude A and decays exponentially in delay with
decay rate «. Fig. 3 illustrates the auto-correlation function,
f(t|r, A, @), and the resultant waveform model.
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Fig. 3. The (a) band limited auto-correlation function is convolved with (b) a
three parameter function f(¢|7, A, @) to yield the (c) waveform model. The
least squares best fit combination 7*, A*, and a* is found and 7* is taken
as the specular reflection time delay.

The parameters 7, A, and « are tuned to achieve a least
squares best fit between the model and data. The best fit set
of parameters is denoted with a star and 7* is taken to be the
specular delay measurement. The problem of finding the least
squares best fit model to the measured waveform is very non-
linear with many local extrema in the parameter state space.

A cost function equal to the sum of the squared residuals over
the waveform from the peak delay - 2 code chips to the peak
+ 0.5 code chips is used to evaluate the fit of each model
realization. Fitting over this range was found to produce the
most precise timing measurements. The global minimum cost
is found by first performing a coarse brute force search over
a reasonable section of the state space. The coarse best fit
solution becomes the initial condition to a steepest descent
search that approaches the nearest minimum by following the
steepest negative gradient.

It will be seen in Section IV that the PARA3 algorithm did
not perform as well as was hoped. Some potential improve-
ments to this method are suggested in Section V.

B. Delay Model

A comprehensive model to predict the path delay of a
reflected GPS signal as seen by an airborne receiver has been
constructed and used to assess the precision and absolute accu-
racy of the Monterey Bay GPS-R measurements. Included are
a reference surface, ocean tides, solid Earth tides, tropospheric
delay, and the zenith-nadir antenna baseline. Missing from this
model is the aircraft attitude as that data are not available.

1) Reference Surface

In order to predict the reflected signal path delay, a model
of the reflecting surface and the relative receiver-transmitter
geometry are taken into account. Here we include the capa-
bility to simulate specular reflections from either the WGS84
ellipsoid or the DTU13 mean sea surface [16] with the option
to superimpose ocean and solid Earth tide corrections. An it-
erative approach is used to find the specular reflection location
on the surface [17] such that the incident and reflecting angles
with respect to the surface normal are equal. The additional
path delay of the reflected signal is found by subtracting the
line of sight range from receiver to transmitter from the bistatic
range.

2) Ocean and Body Tides

Ocean and solid Earth tide corrections may be superim-
posed onto the reference surface. Tidal corrections have been
generated by the GOT4.8 model to cover the extent of the
flight path over the experiment times [Richard Ray, personal
communication, 2/8/2015]. The model is a summation of short
period, long period, load, solid body, and pole tides. A 0.5
deg grid was evaluated at 10 minute intervals throughout the
duration of the experiment. At a given location and point in
time the modeled tide corrections are interpolated and imposed
upon the reference surface. In Monterey Bay the GOT4.8
model estimates the tides to be on the order of +1 meter.

3) Tropospheric Path Delay

The excess signal path delay due to the tropospheric effect
is accounted for using the modified Saastamoinen model
given by (3) with both “wet” and “dry” components [18].
Atmospheric pressure (P), temperature (T), and water vapor
pressure (e) are taken from NOAA NCEP Reanalysis data.
This modified version of the traditional Saastamoinen model
accounts for the receiver altitude through correction terms B
and R that depend on height and incidence angle.
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4) Antenna Baseline
In the Monterey Bay experiments, the zenith pointed an-
tenna was mounted on top of the aircraft fuselage while the
nadir pointed antenna was mounted beneath the fuselage.
Physical measurement of the installation indicated that the
nadir pointed antenna was 10 cm left, 10 cm behind, and
125 cm below the zenith antenna in the aircraft body frame
(starboard, forward, up). The location of the zenith looking
antenna in the WGS84 frame is estimated in the aircraft
position solution. The location of the nadir looking antenna
in the WGS84 frame was found by transforming the known
body frame vector into a local level frame (East-North-Up)
with an assumed aircraft attitude and heading and then into
the Earth fixed frame. When predicting the specular reflection
delay from a model surface the WGS84 frame coordinates of
the nadir pointed antenna are used as the receiving point.
Without knowledge of the true aircraft attitude a “straight
and level” orientation was assumed (yaw, pitch, and roll are O
deg). A model to estimate the delay effect of a baseline offset
between zenith and nadir antennas is given in (4)

op=(RD)-é )

where §p is the delay effect, b is the baseline vector in the
body frame, R is the rotation matrix to transform from the
body frame to a local level frame via yaw, pitch, roll, and
heading angles, and é is the receiver-transmitter line of sight
unit vector in the local level frame. It can be seen that the
delay effect depends on the projection of the baseline vector
onto the line of sight direction.

C. Surface Height Retrieval

To retrieve surface height from the bistatic delay measure-
ment the specular delay can be approximately related to the
receiver height by (5).

oM~ 2- hRX . Sln(a) (5)

Here 6" is the measured specular delay in units of length,
hrx is the receiver height, and 6 is the GPS elevation angle at
the specular point. Since the receiver location is known in the
WGS84 frame the reflecting surface can then be positioned
in that same frame. However, this model assumes a locally
flat Earth and therefore may be in error by several meters at
a 3 km receiver altitude. Instead we compute an estimate of
the surface height (h*“"/) relative to a reference surface by
comparing measured and predicted path delays. The measured
path delay (6"™) is subtracted from the predicted delay (6%, ),
computed iteratively as described in Section III-B above, and
scaled by twice the sine of the elevation angle (6) as seen
in (6). Using a differential delay between a measurement and
prediction brings the problem into the linear regime where the
flat Earth approximation may be used. The measured relative
surface heights were then assembled into a map to illustrate
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Fig. 4. (a) The measured aircraft heights show a persistent bias away from
the WGS84 ellipsoidal heights derived from the aircraft navigation solution.
This bias is consistent with the known mean sea surface in Monterey Bay.
(b) The measured surface heights relative to the WGS84 ellipsoid show a
bias and systematic slope and curvature. (c) Once the first and second order
systematic trends are removed, the residuals are zero mean, near white noise.
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the measured deviation from the chosen reference. In (6) either
the WGS84 ellipsoid or the DTU13 model may be used as the
reference.

61%EF —om

hsurf —
2 - sin(6)

(6)

D. Measurement Precision Calculation

A series of altitude measurements from two passes over
Monterey Bay were then used to asses the measurement
precision. Measured receiver heights compared to the known
aircraft heights above the WGS84 reference ellipsoid are
shown in Fig. 4a. Surface heights relative to the WGS84
ellipsoid were retrieved with (6) and are shown in Fig. 4b.
In this case the predicted delay was made to account for
the WGS84 ellipsoid, troposphere delay, and the antenna
baseline effects. The resulting measured surface height has
a mean offset and a systematic slope and curvature. The
solid red curve represents a least squares quadratic curve fit
to emphasize the systematic effects. The quadratic fit was
subtracted out to form zero mean, near white noise residuals,
Fig. 4c. A quadratic fit rather than a geoid model was used to
avoid the influence of any model errors. The standard deviation
of the residuals is computed and reported as the measurement
precision. Average standard deviation values over two legs of
the flight furthest from shore with three visible transmitters
each and for several incoherent integration times are reported
in Table I. The precision was computed for each delay tracking
algorithm. The best performing algorithm was used to then
characterize accuracy.
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IV. RESULTS
A. Precision

The metric by which performance of each timing algorithm
has been graded is the standard deviation of the altitude
measurement residuals. Table I shows the standard deviation
of the residuals for each algorithm for various incoherent
integration times. It can be seen that the HALF algorithm
outperforms both PARA3 and DER in all cases. The PARA3
algorithm performs second best for integration times 0.5 sec,
1 sec, and 2 sec. This result indicates that the HALF algorithm
is the most precise.

The HALF method outperforming DER is an expected
result. First, the DER method is tied to a noisy measure-
ment point. The correlation waveform samples have noise on
them and therefore the derivative, which is being computed
numerically, is expected to have even more noise. Second, the
DER method tracks a rounded peak which is difficult to find
precisely with numerical methods. In contrast, HALF tracks a
zero crossing which is a more precise, well defined point.

It can be seen in Table I that the PARA3 algorithm does
not perform as well as the other methods as the integration
time is increased. The standard deviations from the HALF and
DER methods decrease by a factor of v/T},, as the integration
time is increased. The PARA3 standard deviations do not. For
example, there is a factor of four increase in integration time
from 0.5 sec to 2 sec. It is expected that the standard deviation
of the measurement residual would be reduced by a factor of
two as the incoherent noise is averaged down. For the HALF
and DER algorithms this is the case (HALF o0q 5:/02s = 1.9
and DER o0 5s/02s = 2.0) but the PARA3 o values only
reduce by a factor of 1.5.

TABLE I
STANDARD DEVIATION OF ALTITUDE MEASUREMENT RESIDUALS FOR
EACH OF THE THREE TIMING ALGORITHMS OVER VARIOUS INCOHERENT
INTEGRATION TIMES.

Tinls] HALF o [m] PARA3 o [m] DER o [m]
0.5 1.7 1.8 2.8
1 1.2 1.4 2.0
2 0.9 1.2 1.3
5 0.6 1.0 0.9
10 0.5 0.9 0.7

A chi squared (x?) test for goodness of fit has been
performed to analyze the quality of the PARA3 waveform
model fit. As an example the x? per degree of freedom was
calculated for each waveform in a set of 5 sec incoherently
integrated waveforms (17 waveforms). If the model were in
good agreement with the measured data, the x? value would
be near a value of 1, x> =~ 1. In this case the x? values
range from 15 to 55 with a mean of y? = 34 indicating poor
agreement between the model and data.

Use of the direct signal correlation waveform instead of
a simulated auto-correlation function may improve fitting in
future work. It may be that there are scattering effects that are
not being taken into account with this model. In the presence
of ocean waves with sufficient height the instantaneous rise
in the function f(t|7, A, «) would more correctly have some
finite slope as reflections from a wave crest arrive at the
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Fig. 5. Individual measurements of Monterey Bay surface as derived from
Ss incoherently integrated waveforms recorded during the afternoon flight
of August 13, 2003. Each height measurement has been corrected for
tropospheric delays, tides, aircraft motion, and the antenna baseline.
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Fig. 6. The difference between each 5s integrated surface height measurement
(Fig. 5) and the DTU13 mean sea surface model.

receiver earlier than those from a wave trough. Perhaps also
the exponential decay of f(t|r,A,a) with rate « is not
representative of the true scattering fall off.

B. Accuracy

In the assessment of the measurement accuracy, 5 sec inco-
herently averaged waveforms and the HALF timing algorithm
were used. Corrected measured surface heights were compared
against both the WGS84 ellipsoid and the DTU13 mean sea
surface. Fig. 5 shows each measured surface height with
respect to the WGS84 ellipsoid as retrieved from a 5 sec
waveform observed during the afternoon flight of August 13,
2003, MB4 PM. Here the surface height measurements have
been corrected for tropospheric delays, tides, aircraft motion,
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and the antenna baseline as described above. It can be seen
that the surface is approximately 30 m below the ellipsoid and
is sloping down into the South and West. From North to South
the surface appears sloped downward by about 7 meters over
100 km (0.9 degrees latitude).

The measurements were also compared to the modeled
delays predicted using the DTU13 mean sea surface. Fig. 6
illustrates this deviation between the measurements and the
mean sea surface model. A positive error indicates that the
measured surface is above the reference. It can be seen that
there is a meter level positive bias. A similar bias is seen in the
other flights as well. This bias is most likely the result of an
uncalibrated instrument and the somewhat arbitrary tracking
point used in the HALF timing algorithm. Aside from the
over all bias, the estimates along the Northern and South-
Eastern borders show the largest deviation from the DTU
13 reference surface. While these measurements are taken
relatively close to land, they are limited to 2 km offshore to
prevent contamination from land reflections. In these coastal
areas the mean sea surface and tidal models are known to be
less accurate, but not at the level of the observed discrepancy.
The mean sea surface and ocean tide models are quoted to be
accurate at the 10 cm level in coastal regions [19].

Looking closely at Fig. 6 a striped pattern that is oriented
North-South along the flight transects can be observed. Al-
ternating transects appear more red/yellow while those in be-
tween appear more blue/green. This pattern can be seen more
clearly when the same data are plotted against time in Fig. 7. It
can be seen that with respect to the DTU13 mean sea surface
the measurements appear to oscillate up and down about a
mean bias from one flight leg to the next. Measurements from
all visible satellites follow the same pattern as the colored
clouds of data corresponding to specific PRNs move together.
It appears that this effect may be a function of the aircraft
direction of travel (ie. North-bound or South-bound). Or there
may be some dependence on transmitter azimuth with respect
to the aircraft body frame.

We considered the possibility that the level shift from one
direction to the other could be due to an error related to the
satellite azimuth, for example an antenna effect. It is known
that the nadir pointed antenna gain pattern is skewed to the
starbord direction resulting in stronger signal returns from star-
bord reflections. However, the fact that all of the measurements
regardless of their azimuth exhibit similar behavior in Fig. 7
indicates that the measurement is insensitive to antenna gain
differences.

Timing errors between the receiver location and delay
measurements could also produce an effect similar to what
is observed. We investigated this as well, and found that
introducing a range of potential timing offsets significantly
degraded the results by misaligning the actual aircraft height
variations used in computing the predicted ranges from the
corresponding measurements. Therefore, if a timing error were
present the receiver motion would not be canceled correctly
and even larger systematic trends would be present.

The influence of aircraft attitude rotating the antenna base-
line would give an effect that is dependent on the direction
of travel but the baseline vector in this experiment is simply

too small to produce the observed discrepancies between legs.
If a reasonable 5 deg angle of attack is assumed, the delay
effect associated with the baseline vector in a 180 deg turn is
only 0.25 meters for a 55 deg GPS elevation angle. Mapped
to height the effect becomes 0.15 meters, much smaller than
the observed meter level jumps.
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Fig. 7. The difference between the measured surface retrieval and the DTU13
mean sea surface corrected for ocean and body tides plotted against time
during the afternoon flight on August 13, 2003.
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Fig. 8. Correlation waveform width measured at the 50% power point shown
as a function of time during the afternoon flight on August 13, 2003, MB4
PM.

The sea surface oscillations that our retrievals seem to show
are not consistent with accepted models of this region, and
we can only assume at this point that they reflect remaining
discrepancies. The model surface shows a relatively smooth,
steady negative slope from North-East to South-West. In
contrast the measured surface shows a rippled pattern oriented
North to South on the surface. We speculate that these biases
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may be due in part to phase windup in the aircraft position
solution, or there may be some aircraft speed dependence. It
has been found that the aircraft persistently flew 10 — 15 m/s
faster when traveling North-bound.

Another effect that can be seen in Fig. 7 is a slope in the
height error as a function of latitude. In several flight transects
the height error appears to be lower at the South than at
the North. It has been found via in situ buoy measurements
that the wind speed is different by several meters per second
at the North and South ends of the flight grid [12]. It is
believed this has caused a difference in surface roughness
from North to South and therefore a difference in the signal
scattering. Rougher waters will yield more diffuse reflections
and therefore alter the shape of the correlation waveform.

« mbdpm
= 10+ « mbSam
£ mbSpm
- « mbBam
g 5t - mbBpm
i mb7am
=
o
< 0
©
(=]

F=

T 5
o

k5

E ’10
T

jul

o -15
-
L.20}
=1

w

«
S25¢

50 80 70 80 90
Waveform Half Power Width [m]

Fig. 9. Measured - predicted delay error against correlation waveform width
measured at the 50% power point. The dependence on waveform width
illustrates the need for a roughness dependent delay tracking method.

One can use the width of each correlation waveform at the
50% power point as a metric to see the roughness effect on
waveform shape. Fig. 8 shows that the correlation waveforms
are wider in the South and more narrow in the North as
expected. As the wind is stronger in the South there is a
rougher surface and therefore a more diffuse reflection and
wider waveform. The HALF timing algorithm appears to
be sensitive to this change in waveform shape resutling in
a timing bias. A roughness dependent timing error would
produce the sloped effect seen in the height errors of Fig.
7.

Fig. 9 shows measured - predicted path delay error against
waveform half power width for all of the flights studied here.
There is an obvious dependence on width (believed to be a
proxy for roughness) in the delay error. A remaining bias
between flights prevents development of a width dependent
empirical delay correction. For example flight MB7 PM is
biased with respect to flight MB6 PM by about —5 meters.
The source of this inter-flight bias remains unknown. If the
measured reflection is purely specular the observed waveform
should be an attenuated and delayed version of the direct signal
waveform, rather than a spread signal. The correct tracking
point would be the waveform peak. For the given receiver
bandwidth of this data set the mean delay offset between the

e mbdpm - 1.74m
-30 o mb5am - 3.80m
mbapm -3.85m e
DTU13 ¢
6th order polynomial e
-32+ 4
E
_-5,-34 t
[}
I
8
Q36
€
=]
]
.38t
40}
36.2 36.4 36.6 36.8 37 37.2 37.4
Latitude [deg]
(@
6~
e mb4pm
o mb5am +3m .
4 mbS5pm-3m |, Y ‘- e 2o
[ N e .".0. “. g () °,0
Y :.j,. Wol Ll o oo s '\
— 2t
£
«
S ot
o
7}
4
20
41
362 364 366 368 a7 372 374
Latitude [deg]
(b)
mb4pm
180 | 180
"hstd =07 J‘E
1gL-——mean =-0.21 16—
140} 140
120 + 120+
100 | 100
80 80
60 - 60+
40 + 40 +
20+ 20+

0
2 0 2 4 -4
Residual [m]

0 0
4 2 0 2 4 -4
Residual [m]

2 0 2 4
Residual [m]

(©)

Fig. 10. (a) The measured surface heights from all four flights over leg #9
biased to have zero mean residuals from the DTU13 mean sea surface (black).
A 6th order polynomial is fit to the data from all four flights and shown in
red. The residuals of each flight over leg #9 from a 6th order polynomial fit
shown against (b) latitude and (c) in histograms.
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HALF 70% tracking point and the waveform peak is about
15 meters as measured from the direct signal waveforms. In
Fig. 9 as the waveform width narrows, approaching a purely
specular reflection, the delay error of the HALF tracking
point approaches -15 meters. When the measured reflection
has a strong diffuse component the true tracking point moves
down the waveform leading edge approaching the maximum
derivative tracking point (or similarly the HALF point). Fig.
9 illustrates this behavior as the waveform width is widened
from 50 meters (largely specular) to 90 meters (largely diffuse)
and the delay error approaches zero.

Results shown thus far in Fig. 5 - 8 are from the flight
conducted on the afternoon of August 13, 2003, MB4 PM.
The other flights can be described by the same patterns though
there is a different meter level bias in the measured surface
height between each of them that is attributed to instrument
error and the HALF method measurement bias. Aside from
the inter-flight biases, the structure of each measurement set
is consistent. The North-bound to South-bound discrepancies
are present and repeated in all flights and the topography
measured along each flight leg is repeated between flights.
For example three passes along the Westernmost leg (leg #9)
can be compared from flights MB4 PM, MB5 AM, and MB5
PM. After applying all corrections, the measurements of each
flight are biased from the DTU13 mean sea surface by 1 — 4
meters. Each flight has been shifted to align with the DTU13
model such that they have zero mean residuals. Doing this
illustrates the measurement repeatability as seen in Fig. 10a.
Each flight has measured the same surface topography, the
mean sea surface. To quantify the consistency in shape a single
polynomial was fit to all three repeats of leg #9.

Each flight was compared to that polynomial individually.
Plotted against latitude the residuals with respect to the
polynomial appear flat, near zero mean, and near white noise,
Fig. 10b. Histograms shown in Fig. 10c illustrate the residual
distribution which looks nearly Gaussian. A chi-squared test
for goodness of fit reveals that the polynomial fit to all
three passes at once is an excellent representation of each
repeat individually and therefore quantitatively shows each
flight yields a consistent form. The chi-squared per degree of
freedom value is x? = 0.99 for all flights over leg #9. Some
systematic errors on the order of 0.5 m with respect to the
DTU13 mean sea surface remain.

V. CONCLUSIONS AND FUTURE WORK

Out of the three timing retrieval methods investigated here
it has been shown that the HALF algorithm yields the most
precise results. However, there is one drawback in that the
method tracks an arbitrary point on the correlation waveform.
In this case 70% of the peak power was chosen. Tracking
the 60% power point would be equally justifiable. Such an
arbitrary point leads to measurement biases that in the future
will need to calibrated.

The PARA3 method did not meet expectations and the
implementation stands to be improved. However, whether
this method has the potential to match or surpass HALF is
unknown. In future work the following improvements should
be considered for the PARA3 method.

1) Use a measured direct signal waveform in place of the
simulated auto-correlation function when constructing
the PARA3 waveform model.

2) Add a 4'" parameter to the function f(t|7, A, ) that
will describe a finite leading edge slope from zero to
amplitude A.

3) Explore a non-exponential decay of the function
flitm A ).

There are some improvements and future work to be done
in regards to the measurement accuracy assessment as well.
There are mean biases, and systematic trends in the height
measurement error with respect to the DTU13 mean sea
surface that have been left uncorrected. The following steps
should be taken.

1) Include a full scattering model to simulate waveforms

and track delays.

2) Develop a roughness (or waveform width) dependent
“simple” tracking algorithm.

3) Incorporate localized mean surface and tidal models.

Despite some systematic errors, a simple bias correction
shows that this data set is consistent and repeatable. After
applying corrections for tides, tropospheric delays, aircraft
motion and the antenna baseline the repeated measurements of
the surface are repeatable and consistent with the others. This
result gives confidence that the time and geometry dependent
corrections are valid and have been applied correctly.

A foundation for GNSS-R altimetry has been built here
that can be adapted to the spaceborne case. These models
and altimetry corrections will be adapted and used with
publicly released data from TechDemoSat-1 of Surrey Satellite
Technologies. Beyond adapting these existing models, models
for ionospheric delays and adjustments for spacecraft motion
will need to be implemented.
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